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The Origin of CN-CVS Dataset

[1] P. Ma, A. Haliassos, A. Fernandez-Lopez, H. Chen, S. Petridis, and M. Pantic, “Auto-AVSR: Audio-Visual Speech Recognition with Automatic Labels,” ICASSP 2023

[2] T. Afouras, J. S. Chung, and A. Zisserman, “LRS3-TED: a large-scale dataset for visual speech recognition.”

https://paperswithcode.com/sota/lipreading-on-lrs3-ted

The lack of Chinese Audio-video data constrain the development of Chinese VSR

 English VSR: Auto-AVSR[1] reach 19.1% WER on LRS3[2] in the wild.

NCMMSC-CNVSRC 2023 Workshop

https://paperswithcode.com/sota/lipreading-on-lrs3-ted


The Origin of CN-CVS Dataset

The lack of Chinese Audio-video data constrain the development of Chinese VSR

 Chinese VSR: [3] reach 9.1% WER on CMLR[4] in the lab.

[3] P. Ma, S. Petridis, and M. Pantic, “Visual Speech Recognition for Multiple Languages in the Wild.”

[4] Y. Zhao, R. Xu, and M. Song, “A Cascade Sequence-to-Sequence Model for Chinese Mandarin Lip Reading.” 

https://paperswithcode.com/sota/lipreading-on-cmlr
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The Origin of CN-CVS Dataset
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The lack of Chinese Audio-video data constrain the development of Chinese VSR



Data Collection Pipeline 

Programs selection1

新闻类节目
单人公开演讲
科普演讲
...

Mouth-Speech Sync4

Synchronization

SyncNet

Videos download2

Human check5

Shot detection, VAD and Face Tracking3

Shot detection

FFmpeg
VAD

pydub

Face tracking

dlib
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Data Profile

2,557 Speakers

~300 Hours206,261 Utters

[5] C. Chen, D. Wang, and T. F. Zheng, “CN-CVS: A Mandarin Audio-Visual Dataset for Large Vocabulary Continuous Visual to Speech Synthesis,” ICASSP 2023
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Data Profile

Additional datasets for CNVSRC 2023

 CNVSRC-Single

 1 Speaker

 100 Hours Audio-video paired data

 CNVSRC-Multi

 43 Speakers

 1 Hour per Speaker Audio-video paired Data
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Task Description – Single-speaker VSR

Fixed Track

 ONLY CN-CVS and CNVSRC-Single.Dev

is allowed for training/tuning ALL the 

components of the system.

 This track is designed to compare 

different techniques under the SAME

data resource.

Open Track

 ANY data sources can be used for 

developing ALL the components of 

the system.

 This track is designed to examine the 

performance Frontier of the present 

technologies.
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Task Description – Multi-speaker VSR

 ONLY CN-CVS and CNVSRC-Multi.Dev

is allowed for training/tuning ALL the 

components of the system.

 This track is designed to compare 

different techniques under the SAME

data resource.

 ANY data sources can be used for 

developing ALL the components of 

the system.

 This track is designed to examine the 

performance Frontier of the present 

technologies.
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Task Description – VSR

Definition

Silent Video VSR System Text

从嘴唇读出内容 ...
cong zui chun ...
from lip movements ...

Performance measurement
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Baseline

Data processing

 Video Data

 Text Data

 SentencePiece *

*https://pypi.org/project/sentencepiece/
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Baseline

Model Structure

Video
Front-end

Encoder Decoder
Data

Processing
Loss
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Representative Techniques (6 Teams)

Components Methods

Data processing Face Detection, Face Alignment, Multi-scale Lip Region Extraction

Data Augmentation Speed perturbation, Adaptive Time Masking, Random Erase, Flip, Generated Facial Video

Video Front-end 3D+2D ResNet18, ResNet3D

Encoder Conformer, Branchformer, E-Branchformer

Decoder Transformer Decoder, Bi-Transformer Decoder

Auxiliary design BPE/Character as Modeling Unit, Phoneme-level prediction task

Loss function CTC/Attention Loss, CTC Loss in shallow layers, Cross Modality Similarity Loss

Training strategy Pretrain + Fine-tune, ASR Knowledge Distillation

Language Model RNNLM, Transformer LM

System fusion Score-level average
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Technical Highlights

Components Methods

Data processing Face Detection, Face Alignment, Multi-scale Lip Region Extraction

Data Augmentation Speed perturbation, Adaptive Time Masking, Random Erase, Flip, Generated Facial Video

Video Front-end 3D+2D ResNet18, ResNet3D

Encoder Conformer, Branchformer, E-Branchformer

Decoder Transformer Decoder, Bi-Transformer Decoder

Auxiliary design Character as Modeling Unit, Phoneme-level prediction task

Loss function CTC/Attention Loss, CTC Loss in shallow layers, Cross Modality Similarity Loss

Training strategy Pretrain + Fine-tune, ASR Knowledge Distillation

Language Model RNNLM, Transformer LM

System fusion Score-level average
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Data processing

Components Methods

Data processing Face Detection, Face Alignment, Multi-scale Lip Region Extraction

Data Augmentation Speed perturbation, Adaptive Time Masking, Random Erase, Flip, Generated Facial Video

Video Front-end 3D+2D ResNet18, ResNet3D

Encoder Conformer, Branchformer, E-Branchformer

Decoder Transformer Decoder, Bi-Transformer Decoder

Auxiliary design Character as Modeling Unit, Phoneme-level prediction task

Loss function CTC/Attention Loss, CTC Loss in shallow layers, Cross Modality Similarity Loss

Training strategy Pretrain + Fine-tune, ASR Knowledge Distillation

Language Model RNNLM, Transformer LM

System fusion Score-level average

T237
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Data Augmentation

Components Methods

Data processing Face Detection, Face Alignment, Multi-scale Lip Region Extraction

Data Augmentation Speed perturbation, Adaptive Time Masking, Random Erase, Flip, Generated Facial Video

Video Front-end 3D+2D ResNet18, ResNet3D

Encoder Conformer, Branchformer, E-Branchformer

Decoder Transformer Decoder, Bi-Transformer Decoder

Auxiliary design Character as Modeling Unit, Phoneme-level prediction task

Loss function CTC/Attention Loss, CTC Loss in shallow layers, Cross Modality Similarity Loss

Training strategy Pretrain + Fine-tune, ASR Knowledge Distillation

Language Model RNNLM, Transformer LM

System fusion Score-level average

T237, T238
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Components Methods

Data processing Face Detection, Face Alignment, Multi-scale Lip Region Extraction

Data Augmentation Speed perturbation, Adaptive Time Masking, Random Erase, Flip, Generated Facial Video

Video Front-end 3D+2D ResNet18, ResNet3D

Encoder Conformer, Branchformer, E-Branchformer

Decoder Transformer Decoder, Bi-Transformer Decoder

Auxiliary design Character as Modeling Unit, Phoneme-level prediction task

Loss function CTC/Attention Loss, CTC Loss in shallow layers, Cross Modality Similarity Loss

Training strategy Pretrain + Fine-tune, ASR Knowledge Distillation

Language Model RNNLM, Transformer LM

System fusion Score-level average

Auxiliary design

T266, T267
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Components Methods

Data processing Face Detection, Face Alignment, Multi-scale Lip Region Extraction

Data Augmentation Speed perturbation, Adaptive Time Masking, Random Erase, Flip, Generated Facial Video

Video Front-end 3D+2D ResNet18, ResNet3D

Encoder Conformer, Branchformer, E-Branchformer

Decoder Transformer Decoder, Bi-Transformer Decoder

Auxiliary design Character as Modeling Unit, Phoneme-level prediction task

Loss function CTC/Attention Loss, CTC Loss in shallow layers, Cross Modality Similarity Loss

Training strategy Pretrain + Fine-tune, ASR Knowledge Distillation

Language Model RNNLM, Transformer LM

System fusion Score-level average

Loss function

T266
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Training strategy

Components Methods

Data processing Face Detection, Face Alignment, Multi-scale Lip Region Extraction

Data Augmentation Speed perturbation, Adaptive Time Masking, Random Erase, Flip, Generated Facial Video

Video Front-end 3D+2D ResNet18, ResNet3D

Encoder Conformer, Branchformer, E-Branchformer

Decoder Transformer Decoder, Bi-Transformer Decoder

Auxiliary design Character as Modeling Unit, Phoneme-level prediction task

Loss function CTC/Attention Loss, CTC Loss in shallow layers, Cross Modality Similarity Loss

Training strategy Pretrain + Fine-tune, ASR Knowledge Distillation

Language Model RNNLM, Transformer LM

System fusion Score-level average

T290
T244
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Many Thanks !


